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Big Data is here now – every minute of every day finds: 1

571 new websites created
204,166,667  E-mails sent
2,000,000 Google searches initiated
100,000 Tweets sent
48 hours of YouTube videos uploaded

By the end of 2011 there were: 2

800 million Facebook users 
225 million Twitter users
26.8 million people following Lady Gaga on Twitter
2.4 billion social networking accounts

The growth of the Web is far outpacing the resources to harness and exploit the Big Data opportunity.  

Global data is growing 40 percent annually, yet global growth in IT spending stands at only  
5 percent.3

Further, it is estimated that through 2015, more than 85 percent of Fortune 500 organizations will fail to 
exploit Big Data for competitive advantage.4 Organizations that plan to introduce the full scope of Big Data 
management issues to their IT strategies by 2015 “will begin to outperform their unprepared competitors 
within their industry sectors by 20% in every available financial metric.” 5

Big Data from the Deep Web – Understanding the Challenge
 
What is Open-Source Content? 

Choosing to ignore possible insights sifted from open-source content will put companies 
squarely behind the 15 percent of achiever companies exploiting Big Data for competitive 
advantages. 6

Open-source content is not related to open-source software, which is computer software available in 
source code form. Open-source content is any content on the Internet the public can freely access. 
Content requiring a purchase or subscription is not considered open source. Examples of open-source 
content include: 

1.	 Any HTML website in any language
2.	 Deep Web pages (content available only through a search box query)
3.	 Tweets
4.	 Facebook content
5.	 Message board posts
6.	 RSS feeds
7.	 Blogs
8.	 LinkedIn profiles
9.	 Open-source content in foreign languages
10.	 Content from a variety of  structured and unstructured formats– HTML, XML, PDF, DOC, PPT, 

RTF, plus hundreds more discreet file types

1	 http://www.domo.com/blog/2012/06/how-much-data-is-created-every-minute/?dkw=socf3
2	 http://royal.pingdom.com/2012/01/17/internet-2011-in-numbers/
3	 J. Manyika, M. Chui, B. Brown, J. Bughlin, R. Dobbs, C. Roxburgh, A.H. Byers, “Big data: The next frontier for innovation, competition, and 				  
	 productivity” May 2011, McKinsey Global Institute
4	 Stephen Prentice, “From Data to Decision: Delivering Value From ‘Big Data’” 28 March 2012, Gartner Inc.
5	 M.A. Beyer, D.W. Cearley, “’Big Data’ and Content Will Challenge IT Across the Board” 15 February 2012, Gartner Inc.
6	 M. Blechar, M. Adrian, T. Friedman, W.R. Schulte, D. Laney, “Predicts 2012: Information Infrastructure and Big Data” 29 November 2011, Gartner Inc.
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Structured vs. Unstructured Data 

Data exists in two forms: structured and unstructured. Structured data is ideal for analytics. Structured data 
is predominantly represented as spreadsheet or database format. Unfortunately, structured data comprises 
only 10 percent of data and that percentage is continually shrinking against the growing behemoth of 
unstructured data.  

The majority (90 percent) of the Internet exists as unstructured content. Unstructured content can be a 
PDF file, message boards, Tweets, an entire web page, emails, a Word document, audio-visual formats, or 
any type of content that does not have fields identifying specific data points. Unstructured data must first 
be deconstructed then enriched with metadata – evolving the data from unstructured to semi-structured – 
before it can be pushed through analytics.

Data will grow by 800% over the next five years7 - 90% of it unstructured.8

 

Relying solely on structured data for informed decision making implies key decision-makers do not have 
ready access to the vast majority of information available on the Web.  Intelligence requires more than 
chronological structured data; requirements demand near real-time Internet (unstructured) content to keep 
pace in today’s world. Manipulating open-source unstructured content provides intelligence to that may 
reveal patterns across complex data types.

Ignoring unstructured data means missing out on content from over 650 million websites on the Internet, 
340 million tweets per day, 30 billion pieces of content posted to Facebook monthly, over 150 million 
LinkedIn users, and much more; at 40 percent annual growth.9

The ability to find and harvest relevant, unstructured content at ‘Web scale’ is a vital component for a 
successful Big Data strategy. With the advent of Web 2.0 and the social media phenomenon, open- source 
data beyond the Deep Web cannot be ignored. 

Surface Web vs. the Deep Web

Most Internet users browse the Surface Web to find information. The Surface Web uses link-crawling 
search engines like Google, Yahoo!, and Bing to find the most popular links against the search criteria. 
Content that isn’t explicitly linked to will not be found by a surface search engine, because it is either 
hidden or simply unknown. Inefficiencies in using standard search engines to find relevant content are 
understood by anyone doing a search, such as: 

Surface web pages must be static and linked to other pages to be discovered
Search engines search names of links, not the content on the page
Queries return most popular links, not always most relevant content 
“One-click-at-a-time” approach creates slow content vetting process
Only one query can be issued at a time
Content may be out-of-date, dependent on when search engine indexed the page
Too many unrelated links returned, relies completely on user’s subject matter expertise

	  
Most of the Web’s information is buried within dynamically generated sites, and standard search engines 
do not find it. This part of the web, called the Deep Web, is accessed only by querying a website’s search 
box, thereby also querying the databases behind the source. 

7	 Pushan Rinnen, Dave Russell ,“Hype Cycle for Storage Technologies, 2011” 26 July 2011, Gartner Inc.
8	 http://venturebeat.com/2012/06/11/autonomy-big-data-infographic/
9	 J. Manyika, M. Chui, B. Brown, J. Bughlin, R. Dobbs, C. Roxburgh, A.H. Byers, “Big data: The next frontier for innovation, competition, and productivity” May 2011, 		
	 McKinsey Global Institute
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Searching the Internet today can be compared to dragging a net across the surface of the ocean; a great 
deal may be caught in the net, but there is a wealth of information that is deep and therefore missed. 
Traditional search engines cannot “see” or retrieve content in the Deep Web—those pages do not exist 
until they are created dynamically as the result of a specific search. The Deep Web is several orders of 
magnitude larger than the Surface Web.10

Companies exploiting open-source content from the Deep Web have access to a “hidden” 
Internet thousands of times larger than competitors restricted to the common Surface Web.

The 3 Keys to Creating “New Intelligence” from Big Data
Harvest: Finding and Harvesting Relevant Content at Scale

Successfully exploiting unstructured, open-source content poses significant technology challenges.  Creating 
a scalable process to find, harvest, and curate the unstructured universe of data, to a purpose, is exceptionally 
challenging. Traditional technologies are poorly suited to handle the velocity, variety, and volume of Big Data.11 
That’s where a unique harvesting capability paired with relevant analysis from topic-specific content silos can 
provide a robust solution – turning information advantages into intelligence advantages. 

There are dozens of vendors who can analyze data, but analysis is just one of the steps in the process of 
making sense from the looming mass of unstructured data. Finding data, harvesting relevant content, and 
curating the content for analysis must work in concert, without which analytical tools are virtually useless.  
	
For years, U.S. intelligence agencies have used custom tools to find and retrieve mission-critical open-
source data.  Harvesting tools retrieve this data by targeting specific websites and customizing either 
Surface Web crawls or Deep Web queries. Since the harvesting technology analyzes the text on the web 
page, and not just links, results are more likely to be relevant and up-to-date. 

Open-source information is, by definition, freely available for the public to find. Searching for open-source 
content by clicking around the Internet is always an option. But one-click-at-a-time Internet searching is 
inefficient. Subject matter experts tasked to analyze content and create intelligence from that content are 
quickly overburdened

Automated harvesting technologies offer a customizable solution to this problem. Instead of searching 
a company website - or tracking through Google, Twitter or RSS feeds one at a time - analysts can issue 
hundreds of queries to hundreds of individual sources simultaneously. Customizable filters control exactly 
what kind of content is harvested ensuring only relevant content returns. Once the ideal harvest events to 
best capture information are determined the harvests can be automated to run monthly, weekly, daily, or 
hourly. 

For example, a hedge fund manager wanting to monitor every company in an industry sector could set up 
harvests designed to automatically monitor government regulatory sites (FDA, SEC, USPTO), news sites 
(local and national), social media (Facebook, Twitter), and individual company sites for investor relation 
reports and press releases. Fresh harvests would look for new or updated content as often as the manager 
scheduled them to run.

10	 Michael K. Bergman, “The Deep Web: Surfacing Hidden Value” August 2001, Vol. 7, Issue 1. Journal of Electronic Publishing
11	 M.A. Beyer, A. Lapkin, N. Gall, D. Feinberg, V.T. Sribar, “’Big Data’ Is Only the Beginning of Extreme Information Management” 7 April 2011, Gartner Inc.

“

http://www.brightplanet.com
mailto:CONTACT.WEBSITE%40BRIGHTPLANET.COM?subject=
WWW.BRIGHTPLANET.COM


CONTACT.WEBSITE@BRIGHTPLANET.COM  •  605-331-6021 •  WWW.BRIGHTPLANET.COM 5

Curate: Enriching Unstructured Data into Actionable, Semi-Structured Data

As stated above, harvesting tools can extract hundreds, thousands, or millions of documents from the 
wide array of open sources. Specifically targeted (Deep Web) sources using customizable filters ensure 
harvests return only documents the user wants to see. The next step is exporting that content into topic-
specific repositories, called Deep Web Content Silos. A content silo is the final destination for all harvested 
documents, creating a customizable search engine based completely around targeted, topic-specific 
content.

However, just assimilating 500,000 documents of relevant content into a silo format isn’t enough to start 
making sense of the data; content remains unstructured with possibly hundreds of different file types. The 
data must be normalized and curated using its metadata in order to manipulate unstructured data with 
analytics.
	
There is a reason so few companies achieve competitive advantages by exploiting unstructured, open-
source data. Open-source content from the Deep Web is a mess. Possessing a tool powerful enough to 
harvest any content, from any source, in any language creates value only if the SME analyzing the data can 
understand, analyze, and compare content within the silo. 

For this reason, the unstructured data must evolve through the curating process: extract, normalize, tag, 
and enrich. Once the unstructured data is trained, it becomes semi-structured, and therefore “smart 
enough” for analytic products to interpret.

Analyze: Finding Hidden Insights within Semi-Structured Data

What started as a black hole of unstructured data is now a curated, topic-specific silo of relevant, semi-
structured content waiting for exploitation by knowledge workers creating actionable intelligence through 
the analytic tools of their choosing. 
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Choosing an analytics technology can be a frustrating ordeal. Finding all the analytical solutions you need 
to make sense of your content from one vendor often proves impossible. With such a wide variety of 
analytic technologies on the market, it’s important for the topic-specific silo to remain vendor agnostic. A 
vendor agnostic platform implies best-of-breed analytical tools can be hand-picked by the user to enrich 
each unique content dataset.

Who should be Exploiting Big Data Today?
In an age where nearly everything is instantly published online, virtually every business and organization 
will have ever growing needs for data acquisition tools. Industries that would benefit from analyzing, 
tracking, and monitoring open-source information from anywhere on the Internet will require means and 
methods to exploit the expanding pool of unstructured data. 

Below are only a few of the opportunities from which unstructured data can morph a complex problem into 
a dynamic tool for intelligence creation. 

Business  
Analysts can automatically monitor content published on the Internet in near real-time. Automatic content 
harvesting saves hours of manual research which can instead be applied to more critical functions: 
analyzing content to create actionable intelligence.  

Competitive Intelligence

Fraud Detection

Anti-Counterfeiting

Social Media monitoring

Brand Protection

Theft of Trade Secret (ToTS) Monitoring

Intellectual Property Rights (IPR)

People Finding

VAR/Distribution Channel integrity and protection

Domain Management

Company-specific news

Press releases

FDA warnings

SEC filings

USPTO applications

Government
Intelligence analysts can automatically monitor websites and social media from any source, in any 
language and in any format to monitor for security threats.   

Intelligence Agencies

Federal Agencies

State/Local/Tribal Law Enforcement Agencies 

Law Enforcement
The bad guys are using social media, in particular to run and direct their operations.  From Mexican 
cartels to Australian bike gangs to drug kingpins in NYC, they are finding new, faster and cleverer ways to 

http://www.brightplanet.com
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communicate.  New monitoring technologies specifically 
devoted to social media allow officers and investigators a 
true “force multiplier” in the war on crime. 

Criminal activity

Patterns of life analysis

Geo location

Threaded activity timeline

Connections between suspects

Social Unrest

Translational Research

Open-source content can help bridge the knowledge 
gap between laboratory and clinical researchers. 
Harvested content from both Deep Web and Surface Web 
sources combine to create topic-specific repositories 
for translational research. Grant-seekers discover where 
grant money is coming from and who is getting the 
money. Link analysis reveals previously-unknown potential 
colleagues. Research teams enjoy the benefits of a robust, 
all-encompassing information repository while diversifying 
costs across multiple organizations.  

Grants

Journal articles

Legislation

News

Patents

Clinical Trial Information

White Papers

Blogs/Message Boards

Conference Reports

Institutional Papers

Conclusion
The rapid growth and promise of open source, 
unstructured data is inescapable— it is, or soon will be, 
a challenge for every organization, in every sector, in 
every economy. While exploiting open-source content 
might once have concerned only government analysts 
and data geeks, Big Data is now a critical source for 
leaders across global business and governments to create 
“new intelligence.” No Big Data strategy lacking a robust 
solution to find, harvest, and curate the 90 percent of 
unstructured data will fully succeed in the ever-changing 
landscape of the Deep Web.

Who We Are
Since our inception 10 years ago, Bright-
Planet has worked closely with the U.S. 
Department of Defense harvesting open-
source information for the U.S. govern-
ment’s “War on Terror”.  The Intelligence 
Advanced Research Projects Activity 
(IARPA) has made significant investment 
in ‘Sensemaking’ initiatives; and Bright-
Planet Corporation and their partner 
companies have successfully applied  
IARPA methodology and enabling tech-
nologies to create Big Data solutions.

Now, the company’s patented Deep Web 
Harvester and Deep Web Silo Services 
are serving the needs of companies 
and organizations that need help in 
harvesting and analyzing Big Data 
from the Deep Web.  The company 
partners with third party, ‘best of breed’ 
technologies agnostically, to provide 
custom solutions for nearly any analytic 
need.

More Information
BrightPlanet provides free resources 
such as white papers, eBooks, blog 
posts and videos online at the Deep 
Web University (http://www.brightplanet.
com/deep-web-university/). Subscribe 
and keep up-to-date on the latest Big 
Data news.  

To learn more about how BrightPlanet 
solutions can help you harvest Big Data 
from the Deep Web to create actionable 
intelligence, please visit our website 
or contact BrightPlanet to schedule 
a demonstration of the Deep Web 
Harvester and Deep Web Silo Services.

Email: contact.website@brightplanet.com
Web: www.brightplanet.com

Phone:  605-331-6012
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